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Abstract

In this thesis, Large Grain Data Flow (LGDF) representation of parallelism is

applied to throughput-critical applications that process periodically arriving data. The

applicatios are represented by directed acyclic graphs in which a vertex represents an

indivisible node program execution and an arc represents data flow from its source node to

sink node. The machine and graph parameters are assumed to be such that the time to

Under one unit of data is comparable to the time to execute one operation at a processor.

The machine model consists of a set of processors connected to a set of memory modules

by a cross-bar interconnection network. Execution of LGDF graphs on such machines

either requires a run-time mechanism to dispatch executable nodes on available processors

or a compile-time static scheduling of nodes to processors. The former approach, although

flexible and robust, suffer from contention-related overhead and the latter, although

capable of eliminating contention, is rigid and computationally intensive.

It is shown by simulation that throughput can be improved when compile-time

graph rest--ctring is coupled with simple first-come-first-serve dispatching. The

resb•uctig is based on selectively adding control dependencies between graph nodes.

This technique, called the revolving cylinder analysis, is shown to be an effective

framework for achieving communication / computation overlap and reducing memory

contention. Acce son For
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L INTMODUCTION

7U. modem military depouds on real-time &SgWa signal procesing applicitiwus (soch as radar and

sonar). Mums applications generte hap amone OHMSat cmutimiuly. Moat of the dala iscof tim-critca

natumwhich mube pwocssd quicky andccuuWly. Advamesincraupte tchnologyhy.miadeit much

easier to analyze this data. Howeve, the signal processing a~licatio awe constantly iamprving aSoM

gene.raing evren data more quickly.

Iarg Grain Data. Flow (LGDF graphs can be used to repreuemt these anlicalions. Data flow graph

not only describe thue dependenucies between different parts of the computation required in an qapication, but

also provide buit-in scheduling and syncbrunizatimn For examvle, on a hypothetical system with no

commnicaioncoat and an unlimited number of pr'ocessous, nodes can sywkhonize by sending data an a

node can bescheduled as soon as all the eqoired dataisprent atkis input.Due to thegeneralityo ti~s

representatioui it can be used to specify peraleldis at the kintructims level [Rdf. 11 as well as at the task level

(Ref. 21. The thoretica ftundatituz ibr the consistenacy of such representations has been well studied [We. 3,

Ref. 41.

In prctical implemnlations of this paradigm, the machine must provide mechanisms oo manage, the

data doe flows through dhe grpq and to capture the intrinsic schedoling and synuchronizationL liuse

mecbscaniss, typically operating at rn-time, result in overhead thot leads to suboptiumal performance. The

imooot of overhead dee ds riically on the granularity of the parafleism expressed by the graph and on

whether the computations have conitionas and recursion. A direct impemeneuation in hardware; of The datm

flow paradigm for general application results in unmanazugeable overheat (ef 1. Ref. 51.

Any dafta flow implementation mugt perform buffering and feeching of data, allocation of graph nodes

to processors their ordering on each, and due exact times at which they ane schedued. If all the related

decisiami are doae at run-time, the efficiency of the sufers. Ma overhead can be reduced

effecively by using the node and an: attributes of the data flow graph at ccunpie-time to simplify the run-

time management. Based on which decisions ar made at compdle-time and which ones are made at run-timue,

data flow imIplementatlom can be classified over a spectrum that ranges from fuly static to fully dynamic

[Ref. 61. While dynamic implementations have mare overhead, they mue more flexibe and mu easier so

implement. They also degrade gracefully in the event of Individual processor malfumtiom. On the other hand,



static ImmplntaMlom am more efficient and lead to predictable perform.n which is crucial so real-time

systems. Howem.r they am difficult to realize, an inflexible, and do nodead gracefully. Their

effectiveness is deftnnined by how accuituy tie conputationa requirements of the appication are known.

This is typically a difficult problemn and ta solution of using the wow-cast estimate can result mn large

anfiinis

Therefo real-time systems must strike a carefu bine' between die compile-tme effort and suountie

comoplexity to jet the desired and guaranteed perfouinaziee. For classes of apications. such as signal

VýaPprmosing, such balance can be obtained by exploiting two properties of the comluatations required, the

availability of a priori knowledge of the amount of data produced and consummed and negligible use of

conditiomist and mcunsion. When the amounts of data produced and counsued by the nodes of a data flow

graph ame known exactly, the applicatious, am called sycronous data flow applications [Ref. 21. When the

data arrives periodically, they hav been classified as pipeiined function-paialle conmputations [Rd. 71. In

real-time signal processing applicatios, the trade-off between conipile-time and run-time has an additional

dismension because of the periodic arrival of date. When extena data arrives periodically, the intrinsic non-

determinin= of data flow execution results in unpredictable programo behavior. As a result processed data

arrives unpredictatbly leading to d&e possiblity of intolerable delays and insufficient buffer space, especiall

underbhigh loads.

A. THESIS SCOPE AND CONTRIB~tMON

The focus of this work is on compile-time mechaniums forcontrolling data flow execution. A technique,

called reolving cylinder (RC) analysis originaly introduced in [Ref 81, in which, instead of goeneting
info-rmation, such as schedules, to control allomcatono ordering on processors at =u-time, a new data flow

graph is obtained at compile-time which gives a better throughput and believes more predictably duan the old

graph under the same ron-time mnechamimD The key idea in restructuring based on RC analysis is that

buseting dependenciesinfthegraooph ce rdca graph with better performance. This idea can be traced beck

to atgoritluns for overlapping complex operations an pipulied processors [Ref. 9]. This restructuring

selectively changes fth conditions when a mode will nte thfigt of executable nodes; however~, choosing &he

processo to schedule it on is left to die rna-time dispstcher: This eambles the actual scheduling to remnain

dynamic keeping the run-time overhead low.

This thesis define a model for a Larg (Grain Data Flow system, whinch is loosely based on dhe

Deparimem of fte Navy ANIUYS-2 D~igitalSignal Processing Systm (aloo nwn as the EnacdModular

2



Sipal PRacessor, EWSP) DRe. 101. Baselin e auglfs will be generated to show tdot it is possible to imiprove

the system througput over that offernd by first-comne-flust-aerve (RPS) schedulin by cuupiletinse

restructrizng of the LOW programs following the RC technique. The utility of several compuiter progrms

designed to analyze this LGOW model and FCFS and RC schedulin will be verified with the generatio. of

fth results.

3. THESIS ORGANIZATION

Chapter 11 describes fMly the LOWF systan model. Included awe descriptions of the hardware and

sotare, aloing with die joint h arwaeofwr view. Chapter M is a description of the I(FS and RC

scheduling technques Chapter IV is an analysis of the data senerated for the LGWF model using all the

scieduling techniques presented. Chapter V suimmarizes the results and presents possible topis for futur

study.

C. ADDITIONAL RESEARCH

Additional results and further analysis of the concepts in this thesis are included in [Ref. 111. The

computer programs used to generate the results in this fthsis am described in detail with complete examples

and program listings in [Ref. 121.

3



11L THE LARGE GRAIN DATA FLOW MODEL

A Large, Grain Data Hlow (refierred to as LOW) compter system can be defined in amn~ of the two

major categeries which are uued to define most computer systems, hardware and software.

A. SOFTWARE MODEL

The software model of a dafta flow systen is usually visualized as a graph. Thre are two pimrlmm

elemenits to this data flow graph, nodes and queue. There are five secondary elements to &te giup, system

input nodes, system output nodes, system input queues system output queues, and sy -ro--to arcs.

These secondary elements are necessry for the computer proigram. which models this system. Figure 11 is a

simple data flow graph example showing die graph symbols. Note that there, are no special symbols for system

input and output queues, they are detennined by their attachmen to the system input and output nodes.

LEGEND:

O NODE

SYSTEM
INPUT NODE

INPUT QUE1UE

/9 SYSTEM
OUTPUT QUEIUE
and
SYSTEM
OUTPUT NODE

-o. QUEUE

Figure 2.1. Data Flow Graph Example

4



L Term

lime we severa imspatasit tem which will be defined bete.

&Cycle

The kem 'cycle' as used to describesan arbitray time unit. kt could represent any unit of doe.,

but Is usuilly interpreted as a microsecond.

h.Wer

The term 'word' is, used to describe an aritrary dota element. In the model, it could represent

any unit of data sme but is usualy interpreted as a byte.

'Precessbig' refes to all activities performed by a node an a processar. hi~s includes wacta

node execution, the bmane of information between the processor and memoy (both Instruction and data),

and any latency.

d. Execaden

'xecution' refers; only to the actual execution of the node an a processor to accompli a

given task. It does not include any memory operations or latency involved with those operatons

e. JAWu and Our qat

The terms 'input' and 'output' are used in many varied contexts. To eliminate the confusion

any reference to the beginning and end points into the graph are referredl to as'ystem't inputs IMf outputs.

2. Nodes

Nodes represent software modules which perform a specific function. Thiis module could be a

program or a subroutine or a function. What is inside the node is not importan to model the LGDF system.

11e model is only concernod with the lengt of time it will taha the node to complete its given operation mand

the amount of data input into the node mand output fton the node.

In this model,. a node is charaterized by seveWa psermeter

a. E~xcnden Tlwe

1he execution time OIn cycles) is the time required by the node to complete its function once

the data and the node Ixistnuctions have been loaded ono a specific processor.

5



L. Sa, TIb"

no seump titus (in cycles) nrepmuss a comutant latency before a node n. able to access any

oymodules after Whiug aeftned to a processor.

c. Enekhpwu nw.

Mhe breakdown me (in cycles) iqpresefta a constant latency for the node that has completed

memory operations befor die processo Is made rabalble in die free processor POOL

SE inatiwea 31W

The lnstructlon size is listed in wordi 7be ksaructon size is used to deteminue bow long it

wil take to load tie code segment represented by the node to a processor for execution. TIs thesis dependent

an the data transfer ratedofthe hardwar.

e. Precesw Typ

Ma~ processor type is used to specify nodes which madustus a specific type of jmucesm.

3. Queme

Queue mused to represent fte Bow of data. Each queue cormectsa pir of nodes. adn the amount

of data transfemcd between the nodes is idenlifed Data, is traneferred from the node at the tsil of die queue

(turned the soumc node) to the node at the head of fth queu (named the sink node).

In this model, a queue is charateriezed by severa parameters.

a. TkmsttlAWueuui

The threshold amount is the amount of data Oin words) required to be on the queue for the

ink node to begin execution.

b.Preduce Anoeua

7be produce amoumt is the amount of data (in words) added to the queue upon completion of

we execution instance of the source node

c. CeuaumAineua

The costsume amoun is the mount of data Oin words) removed from the queue upon die stai

dfone execution instance of the sink node.

6



A Wd&Ainmw

Tha write -om is doe amount of do& (in ward) writam fron a Useomae nods to memory

upon compleatinofme eiiectimn imsine

e. RuadAmeuwA

The read amount is tin aont of dWt (in words) read by the sink node frau memry pkw

to tin begnun aofe =ection Intiance.

lMa capacity is fth OWt amoun of dafta (in worft) which can be strdon the queue. If the

capacity of the queue would be exceded, a sonrc node cannot pmoduce any more &aa until the sink node

coasmmes data to open space on ft quaine.

The Initial lengt is the amount of data (in wards) is placed on the queue at system start-up.

k. ReiadosUp avmg diOU e Pwuentut

There are several, important distinctions So be made between the parameters. k would appea

that tdo produce and writ amounts are equivalent and the consume and read amounts are equivalent For most

datat queues, tin produce and write amounts would be fte same quantity as would consume and read amonnts.

However tin funictiams performed, are distinctly diffezext The read and write amounts represent actual data

tansfers required between a processor and inmmmy. These ,ramfe1 require a larg amount of time to

comple- -The. produce and consume amounts; represent a control function within die scleduler. No datas is

actually transferred but tin queue lengt recorded by the scheduler ns adjusted. lbU difference would became

more obrvious when ayncimnanzntion arcs mem discussed.

There is one major requirement to be met by the parameters This requirement is ftht the

capacky ofdie queuemust be greatertbanor equal tofthethreshold.If this is not the cue, & tinih coul

never be enough data on tin queue to can tin sink node to triggr.

Formost data queues, the threshold and cousume amounts will be fti same. Thi means t&at

the sink node requires a set amount of data to triger. When this ftheshold is rewachdi te sink node will

consume tint much data in execution.

In many cases the produce amount will also be the same as the threshold and cousume

amunts. Tisx reprsents a Inear prosram. lhesomurce node produces the exact amount of data which is

7



requlird and ned by he mink node. Howeu tis is no always ft can- V po amount is es tha

tkdvaedol, th M auce node n necmmule t . beafre rWirin the sinkuode. • t• prode

-oui is uuater than th cauwue amount, the sink node must excute maltiple tiem upon completion of

dou soace node.

FIX=e 2.2 is a graphilcal rqxuesusion of fth queu pmusnar.

SOURCE THRESHOLD SINK

NODE NODE

*000

IBiIA.L LENGTH
SCAPACITY

CONTROL POUE. CN!M

THRESHOLID

Figure 2.2. Graphical Description of Queue Parameters

4. Systeum Input Nodes and Sytem Input Queues

System input nodes are necesa'y to umulate multe execution lntaces of the Sraph. Upon

nitifaon of a graph inmtnce this node is activated. System Input nodes have the same pmamete as nodes

as defined above. However, system input nodes will operate on a special input/output processor. The systm

i-l node is te sink node of an extemal queue. This aeheral queue does not really exist, but functlons a a

queue with hininite capacity and a tiedmid and coosume amounts of ace data unit. Who the raph mntance

is iniated, one data unit is produced onto tIis queue The ootput queues from tie syssem Wput nodes we

depiated system ipu quneues They function exay as the dat quees descuibed above. However the dua

written to them coma from an 1/0 press.

8



S. Sstems Outpu Nodes ami SYuhs Outpu Quev..

System output. ndaesm neesaryto Simulate multpe esecutinmjstances of e a* h.LOwe Al

the queues;Ie itou md ode have exeedud ft w ths node as activased. Systm output nodes have the simm.

pmramolms a nodes.a defined abome However. systain output nodes wfill oeaft on a special qut/~oulpot

JI~M%-AMM. The system output node Is the saunce node of -n Merest queme. This lainemut quee does amut

muuly adst, but function as queu with infintm capacity. As this systm output node is ecmAcld It ma be

amsumdmtahatal ptqueus odths node' bask thedata equl o t coesurm mitto theotidsasdmat

outputL Me input queue to the $ysam outpu nodes ar designated system output queues. They fuuction

exactly as the data queue described above. However the data read by them is read by an 1/0 pecessar.

6. Syuehruiztie Arcs

Synchronization arcs area specia subclas of the queues describeid above. Howeve, they function,

slighly diferenty They represent contro signals which will be describe lower Due to &he contol maomr of

these ams die produce and consum amounts are eneraly one, representug a couter. Howeve, the read

and write amounts will always be zem. This is becasoe the snroi atio au o uude, only in the abduduer

imamy. and no data is actually ever tamnsferred to a processor. The tndiesod and inital lengt amounts are

highy variable depending upon fth RC analysis and used to trige nodes in a specific order.

9



9. HARD WARE MODEL

Min Larg Chain ~au Flo rsyimn a a multorocefor ysytem. The =Jor coponen oft tinstesm is

tin xituefti processor. Aduitioali components modeled hocide the np~t~nuipot psoceum, -l mesuy

modeles. the scheduler u! nthe data tiansfernetwok. Figure 2.3 is a diagrm of the LODW hardwae model.

GM

. .... M.M

lOP~~~~ .... ..U UPU R CSO

GM - GOAL MEOR MODULEULE

FTigure 2-3. Large Grain Data Flow Hardware Model

L Arithutlc Precemor

The arithmetic p jPincess in this model consist of two units. the execution unit and the c~ol

unit. The nodes complete their t0Ask 00 the execution unit Afl -omunications and setup and breakdown

Istency ane handled by the rcr - l unit. Two nodes can be processing an a given. ptocess doring a given

time. One node can be doing a task on the execution wni. The other node can be an the control unkt ekbe

-u~rn to execute when the execution unit is avaikale or remooving itself from the processor and writin

results when finishied execution. The arithmetic jaucasors an assumed to be sophiaticsted, able to contro

many instiuctioms and manipublae larg amounts of deta on the chip. This man tint no data is transfmed

daeft the proceassig of a node. only before and after execution.

10



Mlb iupuEfavaW proeseacs so diftfsuly from tds arithmtic p ace p o described abovc

Howgu it only handles doe systminqm ad Wpmu ndm. anod syintem hiopt and mipe ipinu.. lta is

I mferre lssand cut offt systm One*g thisp i pcesr. he inputbeipwacemor does ow facor Iito

3Schedule~r

7U acbedoler is the ualt which bracks the sathn syismterWi. It alo act as a meory coodetrulo

uhinag ta ble of mad. *amutrction and dab locations. backing do qneu levels to deckde when to bigger

nodes. It is assomed the schodaule has sefficuaietintena memory to track all of doe systm nahfosmeotti. A

schoduler laency tiM, I pressedih cycles, can be au~nip to absfacd rqwesW Mehe th k itakes the

scbedule to change, the state of its local meoy when the smui na queue we a4.sted.

4. Glob Memocry Module

lbe system main memory Is modeled as a saties of modules. These modules are considered global

sincse they can be accessed by any processor A proceasmo mua obtain control over ft appropriaft memory

module to access a quine for eitlm a read or wrie operation. or to load a node lmutuction Ths information

is soppied to the m promesso by the scheduler. Multiple module accesses can p aofess slmult wooumly;

however, atany time only a single Iprocessr pi can access a given memorny module. The size of the memory is

nassmed large anaoogh to mew any requirement. Nodes and queue can be asalpd to specific memory

module by the user or arbitrarily by the scheubler.

S. Dfa Transfer Networ

The data 'muIf network is an abstraction in this model. ItI is assunued doe &A trausactionu

between ail curiew processor and memory module pailung can proceed No transaction, will be delayed

because do. netor is busy. Thusthe dafta tr 61e network aftbs a ful crossbar switching network. Thero

is a comusbt dabhasa fer timetol nuls ousword of databetween the upro isso and merory. Thisisknown

as the, ward c.mz.z..a.. . time expressed in cycles per woed



C. OVRRALL SYSTEM MODEL

Sscinmm A sod B above describe dh o~wz afwlm hardware specifics. To defies do ovMHuisywaw, Eu

ieummction o 6aof -u -iaw and the hardwass; m be cowldedWS Ibiscaz bad be &**aye by commderkm

teusoft wm awl hdwampuumcwlms t w iewt a cail hppuiq. Tinode dd Eu -p pscmeram

L Node Pmnwedv

The modes b he primay .ftwe .I..L An WLGD sysem is designed so doat a mode. when all

doe daa is available, cm beasigaud Io any avaiflable .uceamor of One tqW dot the mode requives. A ready Hit

is insiuadmd ofall 6s; nomad which are eady to excwe.

The scheduling tkows doe suucsve of ibhe uite data flow grmph awlcantamck duaime ot

all nodes and quees Thes mom ane betweam the node and the achedelm Chacd if Data is Availabl Check

if Data Space ims Availablie Check If Piaceass is Available. The me of the events ax between the node and

fth assignedF m F P sr.

a Check fftaIAvdafeW

Thea acheduling valt checks each quee which has die node as a sink Nf Al of dft queues

which enter the nodle ar above daxeheld, then ftm node is 'Input'ready.

b. Check (f Daft Spac IrA v.0.11

The scheduling unit check each queue which ha fth nodeas& asom~e. Iffall die queue have

enough spece below capacity toreceive the dama produced when dom node completes then the node is 'calpu'

ready. T7U node is now assigned to due node ready HLt

c. Checkiff PrucmwbAvdlsile

The node ready Hiot is a lixut.Que-Fbst-Semv walt list The scbhedle mome along fte lit

faun head so ld ndehcks foreachnode i £belis If tbepropm ypeof V roessor is available. ofrcesson,

of the poper type for doe node is availbl the node is assigned to that processor.

d.stoxp

The node begen upqmdon for macuric as specified in due node setzp lateay pree

(in cycles) The node is utiizing the prcesr oua L u

12



0. Lea luatuabn

Its =dod leads tdo code aspineza for memory so tim conad oluit. Tis is specified by Mhe

siode bstradon 141191h PMaEO (a wo ds adite word oomni ln thue(cycles Par word) alomg with

=y delay In mcsing the mencry umt wins the iztucdmo. reide.

Mwe =do pceeb to read doe daft from the approprifte qumas, up to the specified reed

-M pantamle for tMe queues. Mae ichedeler simultanoensly commumes data from the qu==e up to fti

specifled coimme amova parameter. 7U time speo for each queue is secified by tbe read paraete (in

words)aafdtim word cm miaontime (cycles per word), along with the scbeddelerlat.eny time (incycle.).

-dldaUa7-9 delays caMl result if dom memory unit whmir the dar is staired is currently being used by arether

processor. Thais evea is aot complete until the infonation for all laput quushas bett read nd/or

Z. Check farErmeuuie VIt(AvailMNf

Once tMe da queue are red the node is ready for executiaL However, tdo eecution unit

aught be in us by ankother node. 7ums do node may be blocled, wakin on do execution unit. Once the

execution nut becomes availale the node will switch frum tim control unit to the execution unit.

Ile node performs execution as specified by the node execution time peramete Cmn cycles).

L Check for Coubwl lxaAxeiaMuhy

Owme the node has comlteod executimn it is ready to outlpt the results and rmove itself

from the processor. Hlowever, the comoil unit might be in use by a=other node. Thus, tdo node may be

blocked, waiting on die control unit Owce the cmoolo unit becomes availble, the node will Mwich Arom die

execution Iuni to the comtol unitL

J. Wdk Date / Prode Dail

lbs node proceeds to write lbe darn to the appropuiae queues, up to ftm qpecified write

outpumew for fth qse=es lIm acimeddle simultenonal prodacesdtarnto thequeues upto the

specified prouc amomit purmeter. Ila time qpes for each queue, is specfied by tihe write parameter (in

words) and the word comnc tionm. e s per wotd), along with the aciedeer latency time (in cycles).

13



Addimdy, ddaqscould nmltifd e nmory t hom e daa td cutly bun ued by amo

4". not is comupleted m i d thdmfan for &lUo~t qvus bu beam wdua mdMo

bw mnds removes half faiim thd proceso a specified by die node ibrakdown ]bacy

(im n cycles). Upw completio of bmkdom te node is dlmociated fom the p rces. We

-inploaws e dr itamt for a nodL

L Snmuw7

Tabe 2.1 priodes a Wuy of th above lined vat ud fth proper cauatim o dik

picesin dmes. The lr 'deay' renm to Us caused by mmory coolhic. the imbility ID access a qme

or izuuction in memory due to tat memory modle bing uved by anodm nodL

Thble 2.1: PARAMETER DEFINITIONS

Code Definition I Time

Executionlrme Node Execution Time Parameter (in cycles)

Setup'Inme Node Setup LateUcy Time Parameter (Cm cycle.)

Breakdown'Ime Node Breakdown Latency Time Parameter (in cycles)

Insdten Node Instruction Length Parameter (in words)

WriteAmt Queue Write Amount Parameter (in words)

ReadAmt Queue Read Amount Parameter (in words)

CommTen• Word Communications TIme (in cycles per word)

LatencyThme Scxeduer Latency Time (in cycles)

Laadlhne CommTime * IntLen + delays

ReadTIme [ (Latency¢ime + Comm'lme * ReadAmt ) + delays]
for all queues with the node as a sink

WriteTume [(LatencyTune + CommTime * WriteAmt) + delays]
for all queues with the node as a source

14



Meg dl eifthe v, resuit ina time mark for the am evzoL Tmutfere, semia of th e vou

can be combined In impily the model. May clions mants, altheqgb dilfferat, cootiute to an overall tme

which lath itself so easior lysla of the resuks. The resltig evet sedu~ctin = defined as phae for

easy diftentatiaon with the pmvioudy described veM

(1) hmt hase - Tis evet rP; at the total thus a node Voidls an the contol unit fe a

W iven tmtion, hoin the time it is assgmod to the time the executiont mat becmes available. It Wacdes these

events: Setup. Load ImwdAtrci Read Data / Consume Dafta, sod Check for Execution Umut Availability.

(2) Execution Phase - This event reprsens the. total tink a node spends an the execution,

u=it for a given, iftutiona from th in the execotim unit becomas available to do time the contol unit

becomes availabIle It includes these events: E~xecute and Checkr for Coned Unat Availability.

(3) Output Phase - Ibis eva represents the lotal time a ano& spends on the ccool unit for

a give iftation, fran the time the couttol unit becomes available to the time breakdown is completed. it

=icldes these evets: Write Data/ Produce Data. sand Breakdown.

Tabe 2.2 is a smumay of the time calcolatiom for ftese phase. 7be tem blockag en iDs.t

stalls caused by the linbility o( a node to Mwichl to die odoer jocessing elemnat (conto unit to excutidon

unit or execution unit to control unit) untd fth node on the odier proceaung element completes its operation.

It is to be noted that the contenton, for memory modules during the input and ootWe phases is implicit im

'Readr'me' and 'Waitefle' respetivel.

Ta~ble 2.2: PHASE TIME DEFE41TIONS

Code Definition I 'lme

hnpulfrime Setup'lime + Load Tlime + Read~bme + blockage

EBxecuteTame Execution~bme + blockage

Output'lze Write~ime + Breakdown'fme + blockage



Rpmu 2.4 is a graplical ri imeztatimx of thee times as associated with a processo. Two

diagrams an3 Sive. The fags dagrm as the detailied modeL The second diarmn ns the dwkaed model. As far

as node scheduling tecimique mr cocened. the redued model will be used.

CONTROL EXECUTION CONTROL EXECUFION
UNIT UNIT UNIT UNIT

SETUP

LOAD ERPUT

READ

E...UTE E. .CUTE

WREUTIIEEC

OUTPUT

BREAKDN

DETAILED MODEL TIME REDUCED MODEL

Figure 2.4. Time on Processor Representation

2. Processor Perspective

The woessOC can be best described as a finite sutat machine. Two finite sotat diagrams are gwivm

7bess date diagrms zeuenut the same system, bet from differen points of viw. Figure 2.5 is the iitemni

view state diagram. Tha is fth state of the piuessm and nodes as it appears on ft processor. F~gur 2.6 is

the exteWs view smae diagram. Ths b the sftat of the pxcessor as it appears to fth oaside world.

16



Table 2.3 lists the codes used ID define the states. Note tat am control unit code and one

execution unit code we required to define a complee stat.

"Ikble 2.3: STATE DIAGRAM CODES

State Code State Description

ExeFree Execution Unit is Free

ExCBusy Execution Unit is Busy (node is in Execution Phase)

ConFree Control Unit is Free (Processor Available for Node Assignment)

ConBusy Control Unit is Busy (a node is performing either Input or Output)

ConInput Control Unit is Busy with a node performing Input

ConOutput Control Unit is Busy with a node performing Output

Several of the transitions require further explanation. Recall that two different nodes can be

operating on a processor at any given time. One node is perfoming excution on the execution uni and the

other node is performing either input or ouiput on the control unit.

(1) In the case where on node is executing and anothe is perfoaning inp, ten neithe r

node can go to the next state until both actions we completed, as th nodes must swap the units they are

currently occupyin with the node which completed execution moving to the cono uni to perform output

and the no& which completed input moving to the excution unit to perform executimo. is transition is

defined as 'Executim and Inu Cotmpleted'.

(2) In the case whe• we node is executing and anote is doing output, there me two

possitb occurrences. If the node perfoaning output completes first, then it simply is removed from the

processor. However, if the node executing completes first, it stalls while waitng for the other node to

complete output. When this second node completes output, it will disassocia itself from the processor and

the node which completed execution will obtain use of the control unit. This tansition is defined as

'Execution Completes then Output Completes'.

17



STARTExecctioo

ConFree ao~tu hnCndupu

Nod~re ExctonEeutio

IF Completed

Figure 2.6. Processor External View State Diagram
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MI. SCHEDULING TECHNIQUES

A key factor in die Lapg Grain Data Flow (LGDF system.u isoi scheftling of tim nodes in the data

flow graph 10 tim processor. ibis catwill discuss important schedul-ig ssuis inberen to tdo LOWF

model scheduling fechnkque% and possible inprovemens

A. TERMS

Severa important conepts ane used in the analysis of the schedling techniques.

1. Throughput

Throughput is &e. total number of instances compleWe in a given time intervaL Througliput is

unifrm. if the tim interval between the completion of consecutve graph instanes ia constant.

2. Response Time

Tbe response tme is the lime it takes to complete one iteration of a graph. This is the actal time

from. the beginning of graph processing to tdo end of graph processing for a given graph iteraion TIn

response time is uniform if each graph instance completes in a constant time,

3. COMMUNCATION / COMOPUTATION OVERLAP

An important aspect of this LGDF model in the dual unit processors. Each processo has a control unit

and an execution unit. Diffures nodes can be operating simultaneously on different unis of di. amn

procesor. All comncations and node control functions take place on the contro unit. It is desirable to

have these control and co-mmncation funictions done conacurrently with them execution of another node- Thi

Is known as communication / computation overlap Ideally, the communications and control functions would

completely overlap with the execution.

To fully appreciate di. techiniqes, the concept of cmuicaion / computation overla musm be

IntroduceId. hs can best be shown graphically. Previousl, Rgur 2.4 dislayed one node upon a processor.

However, in this LGDF model, two nodes will nornally be on a processor simultaneously. Them re w any

possible situations which can occur.
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Many ofthese asltam descr iwbed Sraia n dealA Note tdot ts figmes &Way the 9M of

the lvaceao w tih middle of acivitie Th node deipag d 'node 0' hus ben execuft for some time.

'node l' bua jt bee asnd ID-e nprew.

In fth following descaiptions, fth tw= 'communicatian' rxemt P al& cmfhluicatiam ad cmoml

fudmtln ad jatmey &=mes Ma tem 'cmunptaton' rpuuets the acual jbceAr execuin Thms two

tems ae seleed as they am xeValet in cuy a iimatbue.

L Perfect Communicadom I Computatsm Overlap

Fqiu 3.1 displays the perfet werap oditio. This condition is iather unelstic as it is bighly

unlikely that the commumcaum wtin d perfectly match the camputabon. However this is the t=Uka

case.

TIME node I node 2
ansigned _ signed

CONTROL node 1 node 0 node 2 node 1
UNIT input output input output

EXECUTION node 0 nod& I node 2
UNIT execute execute execute

Figure 3.1. Perfect Communication / Computation Overlap

20



2. GoW -Cauda c./mpoinmh Oveit

Figure 3.2 £Uqiys goo wefta c~*oouo (seamiDg tht Pgdfec oveciAP "il nt occu). JA dds

C00- -... caimulcda is cmziiay ovedspped withcanpotafiin This stutima will Nod to occur wloafth

mmry acam qpWe is fmacampmre to paccma qpedor ft the nbisamm upresuadby the aodesrque

]aug &swmat of; mP Pceuig cmpare to tdm amoit of data buster.

node nod node no2 node no3

node node nodeno& ode node
EXCUTONTO 10 1 32
UNIT input execinute execut execut

Figure IL2 Good Communication IComputtion Overlap

Seveal ccuaditm ane dsplayed in F~gur 3.2. Te heavily WaMee portion apimsezs a blocked

ctowd unit. Node 2 Wa completd its inat, bet it Canna begi excution becaus nde 111 has ncomplete

mewdon. m THe lgly Whade portion repreum~ an idle casua unit. In this case no node is ready to begin

prcsing Neither of thes conditau is bed uinecte eo xecton unit is operatng at its fuli capability.
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3.POW Cm~a~mIComputa"e Ovedap

Fqg.. 3.3 dqspay powr ovodqi CoUdima. IS MS CAecM miai sntcspi

n -mlapped wit6 compoakoua. Mha eludbm. will fod to occar wons tdo mommy inmem spund is sdo

aiprd to procf, o qsped or fte iteime roelued by do =e nods smprt . ainm of

procadagcompredto ano of daft OiNb

TIM nodelI node 2 node 3 node 4

UNIT output inu output out- input input

EXECUTION 01
UNIT execute executeexu

Figure 3.3. Poor Coununncatdon IComputation Overap

Svmai comiti me displayed in Flpiw 3-3. 11. heavily mdod posumi nromeu a blocked

PexeuioM nfLkNode 1 has commpleed ezecudom but it canot cmummutev =1u1t.K node 2 complains hiut

UOeigl~ysim"adsportes 'S I an Idleexecution uniL JR thscase aecoomi unitsbosyf forigtde

- ecutdon uit to be idle. As ovitpt ins priority over input i. te model ue beginingof excutio isfuth

delayed unti do neot redy node complatsin hqL lInu casididam ; P seot bed perfomance becaume no

usefu executon is being perotmed.

4. Realistic Coammnuia~ktlo / Cuimputalo.s Overlap

In wacta pressin. kt is lihey tdt 'VWd overlap wil occur at times and 'poor' overlap will

occur at other times. 71m vanoon scheduling ft~cluaqu to be discussed later in tids chapter wil mt..pt lo

force due rystm to have ame 'good' owraft node to proessor ammiomefts tha 'poor overap node to

pceorassipmeztw. ThW is not necessary anoway undedaking urin general, at nodes have wide rage

of eincutlos dimes and ftq~ked volumes of -dumzlctonz
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.Roeye NPl. SWe MAWbu

Ftgmu23 pwoded a moasmihmna.deucdbs kp jmces. M~Wihtepo kau v~wsfupc.ali

defInd in the abopve diapamu an expanded sale dbpmm cm be provided tom muaccly dowlbe doe

mbodel povided In ftgu 3.4.7WeM 3.1 proides do pucemlu Uk sate codes Owe aps, am mxcudina

wkt code and a coi nit code m imucery 10 deft do sysim utMh

Table 3.1: STATE DIAGRAM CODES

State Code StW. Descipion

RceMdl Execution Unit is Idle

ExeCaic Execution Unit is CalculatinS

ExeBlock Execution Unit is Blocked with a node waitig for the Control Unit

Conldle Control Unit is Idle (Processo Available for Node Assignmen)

C~onInput Control Unit is Busy with a node performing Input

ConOutput Control Unit is Busy with a node performing Output

CoeD lock Control Unit is Blocked with a node waiting for the Execution Unit

In nods to processor achedeling. it is I-arItot a.mimzmfrath execution =ut Wde sates (Exais)

and excmuti unit blocked stale (EeBlack). Jgamng the end poums of oprntim (where fte nuot be so=i

executio unit itdle doe) th d - is to eyle cwm w*uol thoughdu ft llowin Mate (thos cycle a

highlighted an the stale diapm):

-> ( /udi Ex=adc )

-> (Casbnmut/EwCakc-

-(Can~lock I Eeac)-

-(Con~utput / ExeCaic )

->reycle
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STARTý

Ouvut
CoDOUw

Exams BUMIC

Node
Aniped O"m

Complesm

CmInput ConOutput
Exeldle ExeBlock

bput Execution
Coulplelft Compleft

Execution

Coulme ConOutput
ExeCdc Ou"A ExeCalc

Compleft
Node
Amdgmd Execution input

OP71MLTMCYCLE Compleft Completa

ConInput ConBlock Conimut
ElxeCdc input Execalle ExeBlock

Execution Compleem

Fwe 3.4. Fjqmnded Processor State DiW=
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C. CONTENTON

Cmatuglm af., In the hmblty for a.-. coqrim emado lo ccur between a prceso and a

ry al ~i da to the rm y uoble being uidlirad by mnother jrm auor. This imiw in a delay of Ue,

nods an the p -aem repaquiug ms of the ummory maol1e.

L Queu Ceuombem

A queu ca only be accessed by am nods at a tires Threfre if do mo s noeads wants to wdit

datasasdrni~mm ode owans adb~,mew=beddayeduritgdeoderconaputldnhcun, t-eafe..

2. Memory Comena."

Memry contento is goinaily more hind than *uem cmeentio., oh quese contenion

eisstwo nodesaftxya to acess the -m sat of location in fth memoy zmadle. W"Ith memoy

contention. am pceaoc pnis accesing a mode or queu in a specific nmemor udtL hAs could be eithe reading

hm a queu,. writin to a difteiuW queue, or kaing a nods Ip m 5- Wile fti aqumix. is takng place,

nootherqueueor nods; mg pa can be accessd by another ocuasorht ft.th sawme mmoy mkodule

D. FIRSFCOME.IRSMff4RVE SCHEDULING TECHNIQUE

HIM-Cums-Fiz*-Ser NFS schedulingcan mm properly be misted us lekof scleduling. Nodes

we assigned to prcessrs in the order in which they ane made ready. Timre is no forntboight or avemjt at

1. Adva=Eggs;

Sint thine is no specia order to the aspmgmu of node. fth mount of overhed (soitware

and additional hardware) required for the udasagmet is neglgile

b. Pren,. UuIft .

PRocessais wM be in use couM*nl. As bon as nodes wre in the reedy fixt, they wfl ine

asigedt avaiablet processors
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C. Mkhsl uMM C..kiea

As a fucion of ad. FCF algidu.z Urn qviae comi o is rn~dzed. Ms is due to &ae

fact do a nade caumi begin litmpa w all um. bio &he nods = reay. 7lerVms the mince node will

write duta to a qvma Ibn., the qum., would be ready to be read by tdo sink node.

d. PM&b Taim mm

Widt an FCFS lalm of schedulin doe syuim is faul ObawLma Since nodes will

no be assigned to aIua=W adll data is ready, nodeadlecla willgm

ITers is so goamt..t ofgood comrnavication /couiputdon ovedap with .CF, since nodes

are placed an the nem availble Icsw regrdless if whether thdommlcto times and computataion

times can be made to ovedap.

&. fUnpveEobi Enpeans lIxwmead ThmaqAput

Miit h doin- ul-aam/ coipnutatiom ovuaip dt is Is ibly to ciige hram mou pph

iteration to the aeA kt is difficult to jruict the graph reqose Urn and tiropgmt

C. MeMNY COMkulen

Since nodes am assigned Io poncassaa when Urny at ready, dure is no way to, jedict which

memory modules would be required at mny time

3. CeMMeUt

Rt cmn be expected that Ifp comm.icadon time is vary mali compared to computatiom time for

most nodes in fth graph thmnFS can pefoma well dm de thMe effect of the disadvantages willbemkaimlad.

COaveruely, if thm onmnctlmUn slre compared to conipuatior time, then the disadvantages will

be accentuated. We expect the latter Io be the case pciaely beca the. U. ras are LOW.
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L. REVOLVING CYLINDER SCHEDULING TECHNIQUE

lbs Ravoving Cylinder CRC) schedulng tecnque as desigiud specifically for Imrg Oran Do&a Flow

syatms. khis asummed tdot tdo application rooume doe specified data Rlow graph to be executed contineusuly.

Mlb 1r1 1me is that at any Shiae time te nodes ofoute gaph equkivaeut must be processed. ibismen

dot ntallof the nodes willbe wkgad the anasamedam set, botmoeisace ofeach node isreedy to wu

anma data set. With the RC echnuiquet, thias greaph eqoivalat will be mapped lo dhe available Vpnroces1a

Tha mappbibng -sh as the cylinder. lb ami revolvingcylindernrfers softm fact that addlitionl cylindems

exactly te samen ado first, can be placed am Awanoterher. Essentially, the execution resembles a rotafti

l1we are four variations of do revolving cylinder echnque that will be described. lb &urs variatiam

to be presented is Star After Mnish (SAP). lb asecond variation, Stan After Start (SAS) determines tem

bycroslzationam ac in a diffaenet manna. In both SAP and SAS, thee is no requiremet that nodes alay

be schaedled to tems-me pcessor. Honwevr, SAP and SAS can be furthe modified by buinding tem nodes to

specific processors. Mans variatons arn termed SA~b and SASb respectivey.

1. Index Aisigemen and Syacrmzte Arco

In a given alice many of tem nodes wil mat be- wuring am tem same met of dats, thereome te mades

ar assgnad an index to reference do data set that node is cuntuwy opraftin am. Once ft indices are

determined. aynclonizatiam x=c are generated. lbese synclronrzatiam =ar are control signals which enfbme

fth cylinder strocte

Figure 3-5 is a simple dots flow graph which is scheduled am two process.r. Note that for the

deontrtion of tem RC technique, tem only node parameter is tem mxcutim time. Also note that tem input

and output nodes do mat Set mapped to ft cylinder. lbe node idetifier is tem leter and tem node execution

time is tem number inside the made, In tem proessar mapping tem index is the nume in Pauentheai&

Two cylinders wre mapped. Inix~ces =s assigned so tem first cylinder as Molows. Igre tem

synchaization arm in deteminwing data dependencies. lb first node mapped is 'A. lbmfcxe, it is given

an index of '0. Nod.s 'B'and 'D' dependoam emresults of 'A'. Node 'B' apeaS afier made 'A' tamsheame

prcessor. Thusfos It can wsork aem same data met 'A', henceankindex of ''. However, made 'D' begins

processing at deam- time as node 'A. Since it depends am tem results of WA' node 'D' muist be operating

am.a Previous data meK hence an index of '-1'. Node 'C' depends only am made 'B' fbr data. Although it is

scheduled to a different proessor, node 'C' dons mat start until node 'B' completes, thrfore, it can oftil
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owaft an the ma. dat msu 'B'. thus an inex of '0'. Nods 'E' depends dan from bo nodes 'C' and

'D'. It bs amsigned m indo '-1' for two re, mai. F•at, node 'D' ies an inde of '-1'. Node 'E" star after

'D'. so it can bms the -me index '-1'. Second, node 'C' is pcmng at the - ime= as node 'E'.

7safmam node 'E' must be opeurag on a prviou so of da. Tsift ne 'C' ae a index of '0', then

'B' mum bm an Index of '-I'. Tha mcoad cylinder is mnpped in the urme ma amme ahe &r. but with •th

indica inuemd by oL

" TIM Proce r 1 Processor 2

00

4- EE(-l) C(0)

E 2 6-. A (1) D (0)

- B 7 B(1)

LEGEND (additions to figure 2.1)
Synchronization Arc E (0) C (1)

S Token

10
Figure 3.5. Data Flow Graph and Processor Assignment

This is the Stan Aft" Finish (SAP) vrion of the revolving cylinder technique fbr generaft ft

lzio mrs. ThM sink node at te head of the ahInmizfioan arc will be allowed to ma after •t

source node at the rail o the ac comptes Tim sl y Mnz-ation ars e senmated as folows, Nodes 'A',
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WU'and 'C pmelcmeiv ie ih su jtze wte hy muhsioaidata depedm and

no syahmbiontlam a= m neceamy between dibaz. Likewims nodes 'D' and 'E' mointain such a darn

dqlndue.However, in this maying node 'C'executes an do some process as node 'D'. To set up drc

cylinder, node 'C' mnst walt for oainestance af node 'D' to execote Therefue a s~kanizden amc is

gu..ated between 'C' nd 'D' LkIng at the whole cylinder. node 'A' canmo sMw emecting until node 'E'

of the previous insaee campletes Thaemfame a. sywoulahmim anc exists between, 'B' ad 'A'.

Taiens on uyncivmiintiia &as rq I I a COuntM. Me Inkens list ofd Iqeu fth in"ta lengt

panfeerof thesI syochicuizaa arc as defined in etheihvions; chapter inthe auctiononmqueues. htis obvious

tdot them solau an needed. The s)ahci arcs m define fth need far node 'B'to, caimplee b etase node

'A' be"~. However, so insance a 'B' can ever accvuntil am izutance af node 'A' meotes Threande,

the minital sOlakn wlfl allow fth proeen to start. Likewise for fth Oaken an the uyochrmaization am between,

nodes 'D' and 'C'. After multiple ketnest of fth graph have execuAtedhde cylinder haMW look as it is with

all nodes at the proper index.

Showing two cylinders buck to back ilustrate same impatunt concepts off RheC algerith.. ftait,

it takes a number of cylinders in complete a graph iteration. This quantty is equal to the range of diferent

indices in the cylinder. The required time is eqa to the number of cylixnds amultiplied by the time to

camplete one cylinder. In this example, two cylinders are requim&d Note that fth rapn aindices is two (from

0 lo, 1). 7berefame fth time la complete one graph insamce is ten cycles (two cylinders multiplie by five

cycles to campleit a cylinder). Note dothatiis is lnge tdon the minimum possible time to comple Mhe graph

on two processors which is seven cycles (based an longest path) in ibis example. However, it is guarawatee

that it will take ton cycles to camplete each and every iautaaue. ft is also gouarneed that ame instance will

complete during each cylinder. In ibis example, am Saraton complefes every five cycles. Threadre, the

revolving cylinder technique results in unifbana dm=SWoul and uniform response tine.

The above example is rather tinaptistic and not rePuSOMM Of tIhe Larg Graik Data Flow model

atudled. In the LWD model, the nodes are adt operating in distuuet bloks. One node actually begins

preparing to execute an a percessar before the preious operatin node is finished. Therefese determining

the actual indices and marsis not a simple matter en evensa moderately complex data flow graph. However,

thestart after finishe s Incnizatian am gnrtonand rvolving cylinfsderagmen technique isstillvalid
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&. hvdclie efm~mac

Since uniform cylinders an asipned to the pocessor met. the system will have mon

pmdbmk throspat md averg pome time.

A, Hamu r Cu I Conwa Overla

7be nodes in docylinder can be placed to achieve maiuusnm overlap of c ca antime

with camputationtme. fV e costo fayt tsyste is low. u wil be lii pin otdie

mrvolvM in - bclm. e.

e. Redae Mewsy Conuewie

Once doe cylinder is mapped, it can be determined which oe and queues must be accessed

at fth same tUme Therefoe nodes and queue can be mapped to cliffenuzt memory modules to e nse that

they ae not active at the same time, reducing memory contema. This could be a diffut task as queu am

operated on by differnt nodes at different times. However, may eduction of memory conteation will belp.

This is imposible with IKMS as it is never known wbich operations will proceed at any gven time.

3. Disadvatages

a. I.r•c sed Ovno ead

Overhad is signficantly inasd with the requiuement to Semiae and track the

synchr0nizatiM us. Also, it is important to enerate poper tokem on the synchzunizati•o mcs to asurne dot

deadlocks will not occur due to dependencies which cannot be met.

. No &erap Betee C'.fier SlNe,

In thi LODE model, all nodes have some input ad some output time. However. with th

sart afte finish technique the Murs node in fth nex cylinder camret begin processiog until th last node in

the cmunt cylinder completes. Ths there is no possiMble mmna computation ovep between

c. Uxink.aned Lead,

A mslted issu to ie non-ovedap between cylinder ma is the issue of unbalanced

oade. An ideal cylinder would have the processors completely load bmluace& That is, al processors would
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compho pxcemng at the hatn. .Howeve, this is sually mno the cas. The nea cylinder camm beM

psoceaing unW the laM node of this curenta cylinder completes proceusing Tlwerfre, lifthe lads node conoe

pwcwcompletes long afte r noe m oid• •nn otm e pocesms, the additioml pincu om would remain mile

for extoded -eid and the ftmglau reduced.

S. Que Caud~u•

Qu cousenion can be minimized tdmugh proper mappug. How•ev, it is now a factor t

be akin into couiddrn.lu.

4. Akwemt RevlWmg Cylider Schedmuug

An alkt verion tof ft momg cylinder •cmhie Start After Start (SAS), emems tft

syzhronizatim arcs based on whn a source node node begons, nte dun after it en. This eliminaes the

lack of c n i/canputation overlap between ccinsecve cylinder mappings.
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IV. RESULTS AND ANALYSIS

1his chaper is an anaysis of the intial remul for the use of the Revolving Cylinder alguuidun. ITe

1po ans used o generte the resalts an described fully in [R. 121. HFgur 4.1 is a diagram of the

relationship of the programs used to gpeot the melts.

LGDF
________ Graph nmachine couiguradon

i I Communication costs
Order Genenrtor input data rate

TNodeSchedule

ICylnder Mapping Proraa M AP

i Cylinder

ISynchronization Arc Generator (SAG)

i Restructured Graph

S IFCFS Event Simulator (SIME

SIMULATION RESULTS

Figure 4.1. Program Usage to Produce Results

A. INITIAL TRIALS ON TEST GRAPH

The initial tests were performed on a simple data flow graph to generate baseline resmlts for the

Revolving Cylinder ulgontL This simple graph consisted of m inmput node and output node (execution

time -0)X and 15 uniform instrucon nodes (executioo time - 10000). The nodes had no setup or breakdown

latency, and an instruction size of zero. Therefme, the only •oWmunication is due to the transfer of data

between processors and memory. ThI produce amoun, consume amount write amount, mad mount nd

threshold amount were all equ- for a given queue. However. this number was different for the queues in the

system (either 1000, 2000, or 4000 words). 1he queue capacity is eight times this amount. Several mappings
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20O0D 2OX '• 00D

i OOr ow2 1000 1000

1000 1000 1000 1000)

100 00

20000

2000

4W0

Figure 4.± Tedt Data Flow Graph

The mappings of the nodes to processars for this graph was determined manually, attempting ID

madmize te lb m munication / compmtalon ovemap. It is acted dtat in lbe A mappings ftr ftes prmcehsrs

the processor wme umifrmly lad a d sach poceasor brvig exacdy t sune mapping (as far as

comptation and communica * tio es) a dr. odwr two procestsa The nmppngs fbr five pmcems wme

faily well lad babaced with eacdy thee nodes ,, esah poceusor. Howeve, lb mom of c nmkcdm

ovelap on each pocrm vyaried. 7 mappings on four pocebw wme more difficult to detemme u asl

node do not map evenly lo lrocess

All mappings wine tesed at four diffeSu costs. m e, two, thee, or four cycles Io

I mu e wacd of data between a pmcessor md mentomy. Tb schedh•ler late•y wa oft at zeo For this
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gtph, fthykieded communiction/compitsdaautionare .4,01,.2, anZ d 1.6 rupeqisc ly. The ulaiMos611

was aet to compete die maximum throughput. Along with a Firs-COMO-lizutServe FOKYS) Mea for be gMpb

each mapping was tested using four dlfieruzt variations of the Revolinmg Cylinder (RC) scheduling teclulqe

as deucmbed in die previous section: Start After flnish (SAP), Start After Start (SAS), Start After Finish with

nodes bound to processors (SA~b), and Star After Start with nodes bound to processor (SASb).

in these W thss e ofbe omemory modules was equal to tbe nurmhe of aritlaneic processors in the

symta. Anl nodes mapped to a Simu processor were assugned to wne mesmmy module. 71e queues wer

asindto the memory moidel to which their sink node is assigned. For BUS tea.as amb e mie mormy

assignments weoe used as for bhe RC analysis to allow for Adirc copnwadon.

One important note must be made about bhe chart which follow. Although there ate several mappings

for each of bhe scheduling: variatiwa, only bie realt of bhe bed mapping is shown. At difievent

communication costs, bie best mapping would oftent be different. Even, at be same communication COaL.

various scheduling: techique could be better on different mappoings.

The first teat realts were for a contention free situation. This is an ideal result where a node or quese

is always able to access bhe memory unit where its required data is located. Figure 4.3 shows bhe results of

bhe contention free test on three processesors

T 1

R 1

0

(1 6 158 1. 1.
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Figure 4.4. Test Graph on 3 Proceursr (with Contention)
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Figure 4.5. Test Graph on 4 Proceuors (with Contentio)
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P4=r 4.8 is a pWo ~oIs .3 I fa dodMo consdw veinm s caain~ for RC. Nfts dW akhoq*

woleed ill affewt On dms to eWb an ino* tedeed cvipedwh FCS. As wii lbs

prewias chafts do bag miniam Rie Cm plcuw

2ý% 4-9-Plus, SOWoa

R , -s-gab.s,'I-*-

01as

H Is

T 17

14

10

6.4 5512 M.

Figur 4.8. RC Coafnteuion venm No Comutetion

To dsnmousurfs ft imuqrovmi"s I%=w 4.9 is a pWo capeqiai die coomdm re cams and fts

cooetaali cams fte both FM sad RC. Mhe 'Thwagbpaut Damage' is ftdftm ibuxest-wm ft cagantim

free and cafwaindm case divided by fts ftmqbWo of fts cman" free anuf fft. Oivm auimbe of

prciass and c ma/mpltuxdudcnuu amip hpeasqeu

fts dagredaam causd by addin mom"y coatela.m a ft model, wft a ligh figurs napuuesuh bow

deremi..As epected it is am don a ls couucaa /cOM~PWim gafto keuss ftn degreduda
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doe t0oRIIU AS ce as als helaes number at Pices plays only a ini Pat in the reio. An imprtnta

not Is tdot RC is not wady as depaded by cooteeion computed with ~FM.

D 3&4 PM%, ~M

U.at

a

COUUUMMATON I COOUUUATON

Figure 4.9. Throughput Decrme Due to Contenton for FCFIS and RC

B. TEMF ON AN ACTUAL APPUCATION GRAPH

Ile RC techniqus wer neot Practiced on an actual application graji. Ma gmaph chosen was the

'Active Sowzbuoy' g$mph provided by AT&T for fth ECOS simuslator of fti EMSP system (Ref. 13]. and

modifted to fit the descrbed system, model. As with the test grapkz the node setep and Iwealdown latmacies

am r% the node instruction size is rain and tdo schadele latency is ze in. ThProduce amount, consmme,

amount, write amomt, read amount, and thireshold amount m the same for a give queue with the capacity

eght times this quantity. Tha number olmemmry modules is equal to the number of proessoms with ali nodes

mapped to a processor assigned to fth same memory and queue assigned to the meory of the sink node.

The simulator is st to detennine dom maxmum throughput of the systemz.

FIgure 4.10 shows tbe active soumobucy graph. Tbe node execution times and quee quantities am given

at the bottom for each'level' of the grap, as all nodes and queues on each level am the same. lim exception
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512 13200 1024 12600 512 24600 512 9000 512

Figure 4.10. Active Sonobuoy Graph

Only oneaup ng ow ah of *m, tiffuaut jrome airaugmuts (four, dgW, sd datum) Was

Now&l yet in *at smml Iet sample, do nemus for this Sgo uamgnely mim dor teofnte for 6~ et gaph.V

With low Cos" ~FM yield good unmIte md them i no guin wift RC. Howeve, as
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ca~imcasta l cus RC can yMd hcoasskag bnpsvmukL Ow &Via. tberc is n couiene

as to which variation of RtC wil coadvay yeldd dar bea iinL. Fo ext nammitam UIt 11).

C. ADDMlONAL REMSLT

In both oit sb gpbe MIAed moth er .k viewed is tin coefficift of variation. Mha is a messw of

the regolaity of camuluIt&om r ,qI m g tme, at Saip iostome. Mae ower dais number. die closer the

respem times, of all the imesamd SaA issumes ID the averp zeqig darn With bath papha, the

coffiim of variaton for Itc is cmusiaauotl IMe dm IM. Wifthu usa'Hnpr itih poasibl to reduce

fte coefficleot of variation. to mo However. it must be noted dont ldmgh RC is an improvemsot over

FCFS, the reissb for FCS win low to begin with.
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V. CONCLUSION

Ilds dash provides, a model ftr a Lop Gram Ita Plow LODEI) Sputr sys ug ThssytmM

vdmdi two part processors, where one part handles and die oilie handles execotlm The

applications rmiming th is computer systm ame modelled as dat flow grphe conssting d of des and

quees.

A schedling technique linown, as, the, Revolving CyIode CR) is described. with four varlatiom. In

tests versus simple Fire-CmewRust-Serve (RFCM) schieduling. it is don doet RC can lead to lucrased

it -r gh - . especially as comunlcatlon cast inectuse. However. it is seen, dot nklctin th. appropriate

mapping is not a simple task~ &Wm a good mapping for one cormmunication cost is not necessarily a good

mapping for another cmuiaoncost Itis also shown that non o f th varisatiom of RC we comsithltly

better than any othe variation, sand ame devendent an the mapping.

A. EXPANDWD TESTIG

In this resesich the purpose was to generate basedln results which allow for further exponsion. Many

additional tests must be conducted to Muly analyze fth effectiveness of the RC technique. Several imprIo

issues must be studied.

For nodles, in all tests the instruction size Is zero. Theeafore, thee is no memory cadnttion associated

with retrievall of the intructious from memory. The input and output nodes hav no besting an p esn

widtheftxemon time set to zero.

For queuesinall cases -tepdceo me, read/write, and threilmold amounts weue always Comtm.

Varying these quantities could have a major impact on grap execution.

All latencies, node setup and breaddown, andS schedule latency wete zero. Thi reduces the

commuication ovedihed.

All tests were madle with fth number of memory modules eqa to the number of arithmetic processors.

Tests need to be made with varying numbers of memory modules to fully analyze ftn effect of nmemoy

conedoo.

All test were based on maximum graph dmthugpuL Tests need to he completed with various graph

activation rates.
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3. PIFUT3Z UURSLCE

Mo ty am for tesumzh we&k iprdins RC is in the ama of mapoig. Ma rmnlft of this

paper ow dot a umopglaS hr RC can be found which inmpre perarnamme over JCFS. However. thmw is

so madod for ady ukeleagnn dais mapping dee to fte many variables involved. Accurae ckrizacteima

of do cylinder mappingus Isomcemy to develop a sam for a plod mappimn This would imply ciablihd=S

a conulgdsm bu a Sima mupping an its run-time pwtbmsroe.
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